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A NETWORK SECURITY CASE STUDY: THE LOS ALAMOS NATIONAL
LABORATORY INTEGRATED COMPUTER NETWORK*

Jarcd S. Drcicerand LauraStoltz
SafeguardsSystemsGroup

Los AlamosNationalLaboratory
Los Alamos, New Mexico87545, USA

ABSTRACT

A study to validate the Graphical Network
Representation (GRPHREP) model is being conducted on
the Los AlaxnosNational Labomtory Integrated Computer
Network (ICN). The GRPHREP model is a software
system applicationbased on graph thcay and object-oriented
programming methodologies. It codifies the Departmentof
Energy (DOE) Order 5637.1, which is concerned with
classified computer security policy, restrictions, and
requirements. ‘TIMLos Alamos ICN is required to control
access to and supportlarge-scalescien5ficand administmrive
computing. Thus, we felt that this large, complex, and
dynamic networkwould pmvidca good test for the graphical
and functional capabilities of the model. Furthermore, the
ICN is composed of multiple partitions that reflect the
sensitivity and classification of the computation (data) and
designate the required clearance level for the user. The
determination of the sufficiency of these classification and
clearance restrictions in conjunctionwirh the ICN partitions
supplied an excellent opportunity to exercise the
implementation (codification) of OKIer5637.1. During the
study, we corrected the shortcomingsof the model that w~mc
demonstrated; most were minor implementation issues.
However, wc discovered one major deficiency, the lack of
specific network security servers; wc incorporated this
feature into the model.

1. INTRODUCTION

The Graphical Network Representation (ORPHREP)
model is a computer-lntsedcoolthat providesthe capabilityto
——

*This work was supported by the US Department of
Energy,Office of Safeguardsand Security.



investigate and determine security concerns related to
computer networks in particular and graph structures in
general.1 This tool can also be applied to problems other
than security that are characteristic of graph structured
problems, such as design, path routing, scheduling,network
control, cycle generation,connectivity, resource contention,
arid traversabi!ity.2 The analytical foundation of the
GR@IREP model is based on graph theory; abstractly,
networks, distributed systems, and parallel machines are
specific graph theoretical problems. A graph G = (V, E) is
a structure that consists of a finite set of vertices V and a
finite set of edges E (an edge is specified by an unordered
pair of distinct vertices),$T In the GRPHREP model,
networksare fundamentallyrepresentedand characterizedin
terms of graph theory and graph structures. A network
N = (C, L) is a structure that consists of a finite set of
components C and a finite set of links L (a link is specified
by an ordewd/unordered pair of distinct components). A
similar transformation is possible for distributed systems,
f) = (C, /.), and parallel machines, P = (C, L), where C
and L are as previously defined. In GRPHREP, our
definition of a computer network is very general. It is any
collection of interconnected, autonomous computers or
components of hardware (e.g., CPUS, memory, printers,
disk storage components, or plotters). If two or more
computersor componentsare able to exchange infoxtnation,
then t!!eyare interconnected. This definition of a computer
networkcomplementsthe definitionof a graphstructurt.

The rapul emergenceof large heterogeneousnetworks,
distributed systems, and massively parallel machines has
resulted in economies of scale, enhanced productivity,
efficient communication, resource sharing, and increased
reliability, which are computationally beneficial. However,
networkingpresentstechnicalchallenges and problemswith
respect to maintaining ant) ensuring the security, design,
compatibility, integrity, functionality, and munagemcnt of
these systems, Although the (3RPHREP system was
originallydevelopedto addresanetworksecurityconcerns, it
has become obvious that (3RPHREPcould be used to assist
in performance analysts, engineering design, and system
managementof networks. Additionally,the incorporationof
network security servers has demonstrated the feasibility of
including the representation of distributed systems and
parallelmachinesin the model.
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II. NETWORK SECURITY

Network security was initially addressed in the
GRPHREP model by combining two distinct approaches.
The fwstapproachconcentratedon networksemxityin terms
of the security of each stand-alonecomponent, The second
approach dealt with network security from a systems
perspective. In this perspective a network is viewed as the
combination of various sub-systems, in which each
component and each link of a network are sub-systemsthat
have specific requirements and risks associated with them.
This systems perspective permits the security featuresof the
heterogeneous subsystems to be evaluated in terms of a
homogeneousnetwork. In general, the combinationof these
two approaches in the GRPHREP model is sufficient to
determine the security of small and simple networks.
However, for large and complex networksthat include some
sort of hierarchicalsecurity seMce, it is deficient. It became
evident that some representationaland functionalcapabilities
had been omitted in determining network security in the
GRPHREP model during the validation study of the IAS
Alamos National Laboratory Integrated Computer Network
(ICN). This omission was due to the size, complexity, and
requirements of the ICN and to the operational network
security practices and methodologies used at the facility.
The modification of the WIPHREP model to include the
representational capabilities and functionality of network
security servers reflects their use in the operational network
security for the ICN. The implementation of network
security service in the GR.PHREPmodel expanded on the
existing two approaches; the stand-alone and the systems
perspective.

A. Standalone Approach
The security risks for a stand-alone component are

related to data integrity, data sensitivity, and computer
access. The security determination for a stand-alone
computer is a function of user clearance level, data
classiflcatiori level, the computer’s evaluated product list
(EPL) level, the operating mode of the computer, and a
protection index, Users of a computer are assigned
clearance levels and need-to-know permission that allows
readwrite access to data In the computer, The data stow!
and processed on a computer arc assigned a classification
level that mflccts the importanceof protectingtheir integrity,
that is, preventingdestruction,disclosure,or modificationof
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the data, The EPL le~elof a computerindicatesits ability to
prevent an unauthorized user from accessing data and
indicate the attempt. The operating mode of a computer is
either dedicated, system high,compartmented,or multilevel.
The protectionindexdependson the user cleamncelevel and
the data classification level relative to the EPL level of the
computer on which the data are stored and processed. The
protectionindexreflects the inherentvulnerabilityof the&ta
to access on a particular computer. Using the protection
index, it is possible to specify the minimum acceptableEPL
level that is needed to keep the data from being vulnerable.
Because the protection index is a function of the user’s
clearance and data classification levels, the security
requirements for a stand-alone computer translate into the
protection index indicatingthe required minimumEPL level
that the computer must meet. Algorithms to determine the
appropriateoperating mode and EPL level for a stand-alone
computerwere codifkd in the GRPHREPmodel.

B . Systems Approach

A network is composed of individual subsystems
(components)interconnectedby links, henceeach subsystem
(component) in the network has stand-alone security risks
(data integrity, data sensitivity, and computer access) in
addition to network security risks, such as the propagation
of local risk. The propagation of local risk is related to the
possibility of a vulnerability on an individual computer
propagatingto one or more computers linked in the network.
The propagation of local risk can cause a network
vulnerability to appear as if it were a stand-alone machine
vulnerability, l%e security determination from the systems
perspective is a function of the link classification level and
the user clearance levels, data classification levels, the
machine’s EPL levels, the operating modes, and the
protection indices of the interconnected components,
Algorithms to determine the interconnection security and
compatibility between subsystems (components)and across
links were codified in the CRPHREPmodel,

The stand-alone security approach ensures the
compliance with policy concerning the use of various
operating modes and the necessary hardware and software
functions assocktted with ]mrticularEPL levels relative to
data classiflctition and user clearance levels, The security
approach from thes ystems perspectiveensures data transfer
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compatibility and security over a link, and the compatibility
of the operating mode,data classification,and use: clearance
between subsystems. The combination of these two
approachesallowsfor the evaluationof securityin a network
by determining the requirements and restrictions for each
subsystemand then assessing the effect of intcrconnectivity.
This is accomplished in part by the existence or absence of
the following features: authentication, access control,
auditing, and internal labeling fcr each subsystem and the
effect of a particular feature in terms of interconnectivity.
During the ICN validation study, an impottant concern was
not only the existence or absence of these features in
subsystems but also the capability of subsystems to either
inherit or transfer these features. In the ICN,certain distinct
and dedicated subsystems provide (serve) the following
security features: authentication, auditing, and assurance
testing to other subsystems,

111. NETWORK SECURITY SERVICE

The network security service developed in the
CiRPHREP model is a reflection of the functionality
manifested in the ICN. The network security service is not
similar to the conventionalclient-server model underwhich
print and file servers typicaily operate. The client-server
model rclies on the ciient to request services through an
interfaceand for the sewer to provideseMces defined by the
interface.~-10 Instead, the network security service is more
of a hybrid, that is, it is an integratedinterconnectedI’CSOLUCC
sharing service. Thus, network security service is not
exactly like file servers and print servers in networks and
distributed systems, but is similar in concept.

In ORPHREP, our characterization of a network
security semicc is vw general and simple. It builds on the
existing definition of a network and does not cause any
fundamentalchanges to the analytical basis of the model. A
network is any collection of two or more interconnected
subsystems (components). Interconnection indicates the
ability to exchange informationor, in this instance, services.
Thus, network swwity serv{ce is the ability to provide
security chdr.ing actions on served components with the
computationexecutedon servercomponents. This definition
of a network smmty service conforms to thedefinition of a
network in that it merely expands the capacity of
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components, C. The skrver can only check the security
features that are resident on it and those served to it by iwny
other semer. Similarly, the checkingcapabilityof the served
component is limited to the security features resident on it
and the features served to it by any server, Service is really
a formalism for the computational operation of controlling
and exchanging predetermined, situation-specific
information, An examplewill clarify this abstraction.

For example in Fig. 1, machine SERVER is
interconnectedwith machine SERVED. MachineSERVER
has user identification and authenticationcontrols (classCl)
and machine SERVED does not (class D). However, it is
desirable to check the user identification snd authentication
on SERVED. Because SERVER and SERVED arc
interconnected, this is accomplished by making SERVERa
network security server, effectively passing the user
identification and authentication feature to SERVED. In
reality, SERVER conducts the computational operation of
user identification and authentication for SERVED.
Furthermore,to presewc space-timerequirements,SERVER
requires that the user’s actual login password
(authentication) be given after the user name has been
entered(identilcation).

!Et-il!l
Soaurity Soi$sr yem no

ID-AutJwntleat Len y8m yaa - scwd from scnvsn
Audit Trail no no

AOOOCISControls no Iio
Intorml Labds no no

A8mrana@ Taathq no no

Fig. 1. Server-served relationship

The GRPHREP model has been modified and
enhanced to accommodate the inclusion of network security
services. Abstractly, a network security semice subsystem
can be thought of as providing hierarchical security
protection to subordinate subsystems in addition to their
existingprotections,
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IV. VALIDATION STUDY

The validation study for the GRPHREP model
consisted of modeling the Ims Alamos NationalLaboratory
ICN, which controls access to and supports large-scale
scientific and administrative computing. The I(2N is
composed of four partitions that reflect the sensitivity and
classification of the computation (data) and designate the
required clearance level for the user. The designations for
the four partitions are secure, national security,
administrative, and open. The following is a general
descriptionof the partitions: securepartition is for classified
and unclassified compu~ing by Q-cleared users; national
securitypartition is for classifkd and unclassifiedcomputing
by DOD secret-cleared(or quivalent) users; administrative
partition is for unclassified and confidential (personnel
records) computing by Q-cleared users; and the open
partition is for unclassified computing by any authorized
user.

The ICN interconnects a diverse array of state-of-the-
art and sophisticated computing resources (subsystems), as
shown in Fig. 2. The hardware includes a large number of
worker machines, including Cray, CDC Cyber, Thinking
Machine(parallelmachine),and VAXcompuw, specialized
communications networks; data storage facilities; and
hardcopy facilities. These user facilities are supported by
specialized computers for security, file switching, ani port
selection, The worker computers are connected through the
File Transport (FI’) Se~ers to the Common File System
(CFS), the Print and Graphics Express Station (PAGES),
and t!!e Facility for Operations Control and Utilization
Statistics (FOCUS). The ICN has the capability to
communicate with other facilities using the eXtended
NETwork (XNET). 1~ Additionally, various operating
systems MC ernployd cm the worker machines including
CTSS (Cray’s), NOS (CDC Cyber’s), UNLY,and VMS.
This network is com~sed of a very large number of
heterogeneous subt~stems all opera!in~ (usualiy) in a
homogeneousmanner.

The determination of the sufficiency of the various
classification and clearance restrictions in conjunction with
the ICN partitions and the high degree of interconnectivity
supplied an excellent opportunityto exercise the GRPHREP
model, ntie high degree of ittterconnectivity in the IC!N
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control of information flow, which is
restricted to flow from a lower partition to higher partition.
Resourc~ protection is also strictly concerned with user
validation, with respect to user identification and
authorization in combination with partition access. Each
subsystem has security features resident and active on that
subsystem, in addition to being served various security
features by other dedicated subsystems. As seen in Fig. 3,
the network security controller conducts a variety of
functions including user identificationand authorizationand
accesscontrol.12

V. CONCLUSIONS

Now that the GRPHREP model includes
representational and functional capabilities for network
security tice, it is complete in terms of a networksecurity
model, These capabilities have enhanced and strengthened
the utility of the model with respect to conducting security
studies and analyzing existing and proposed networks. In
~RPHREP our characterization of a network security
sendce is general and simple. It builds on the existing
definition of a network and does not fundamentally change
the analytical basis of the model. The ICN validation study
has proven the value and demonstrated the power and
applicability of the (3RPHREPmodel for security studies.
Because the ICN is a large, multilevel, complex, and
dynamic network with explicit security requirements(due to
the national security nature of the information processed at
Los Aiamos),it is provingto be an extremelyderrwiing test
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I
==
III
NSC

Security Serv.r yest
ID-Authttnticat ion yes

Audit Trail yes
ACCOS8 Contro18 y88
In@rnal Labda y8s

Assuranco Testing yes

Fig. 3. ICN Network Security Service

case. Furthermore, the methodologies and techniques
employed to incorporate the network security service
representationprovide insight into the difllcultiesthat will be
encountered and the initial steps required to develop a
complete model of distributed or parallel systems. The
implementationof nctwo* securitysemice can be viewedas
a fmt step in attempting to develop a model of distributed
system functionality. The network security service is an
intcgrat~ intercomccted, rcsoumc-sharing,hybrid service.

In the future, complete representationaland functional
capabilities for distributed or parallel systems should be
implemented for the GRPHREP model. The logical and
pmdentchoice is to first implementa completempmscntation
of distributed systems. Gnce this has been accomplished, it
would be possible to use those representational capabilities
to model massively parallel systems. This work should be
implemented on the original GRPHREP model system
resident on a Texas InstrumentExplorer, Once tlwproof-of-
concept for these principles has been demonstrated,
modification could be initiated on the C3raphicdNetwork
Security System (CWETS).13

The GNETS system is a PC delivery system. The
software is coded in Zortech C++ and has been designed to
execute on a PC 286 or clone PC!compatible. The CINETS
system closely replicates the functionality and capability of
the GRPHRREP system.
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